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Executive Summary 

 

A dataset pertaining to the HR department of an organization was used to make insights in 

identifying the key drivers of attrition and monthly salary. This dataset helped solve problems in 

classifying the employees who were going to leave the organization versus the others and 

predicting the monthly income drawn by employees of the same company. Among the 35 

variables of the dataset, key variables had to be picked by variable selection methods for model 

building. The list of variables picked up by the forward selection and backward selection for 

MLR  and the rpart functions for CART gave almost same variables which proved that the 

selection mechanisms were similar for the different modelling techniques.  Three classification 

models were built using Logistic Regression, K-Nearest Neighbors and Classification tree to best 

solve the issue of attrition. Three prediction models were built using Multi-linear regression, K-

Nearest Neighbors and Regression tree to predict the values of monthly income based on 

explanatory variables. These models built were evaluated based on the accuracy measures and 

recommendations were made on the key driving factors in the best fitted model. It was 

interesting to find that the variation of accuracy of the three methods for the classification and 

prediction problem varied by a very small margin. The Root Mean Squared Error (RMSE) was 

used as a constant metric to evaluate the prediction model of monthly income. The 

Misclassification Error Rate was used as a constant metric to evaluate the classification model 

built using the three techniques. The Multiple Linear Regression Model for prediction and the 

Logistic Regression model for classification gave us the best accuracy measures. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Introduction 

 

The foundation of data mining and the concepts of model building learnt in this Data Mining 

class laid the base for solving an analytics problem. The entire process of identifying the right 

dataset, cleaning the data, interpreting the data, splitting the data, building models, evaluating 

models to identify best performance helped us greatly in completing this project. 

 

Background 

 

Initiating the project, we were looking to apply the model building concepts learnt in a niche 

space where analytics was not predominantly used. To our surprise we came across an HR 

department dataset pertaining to the employees of a company. This dataset originally had 35 

variables and 1470 records as shown in Table1. There were several categorical and continuous 

variables that helped us derive on solving two problems with respect to this dataset. 

 

Problem Description  

 

The 2 questions that we intended to solve through this project are given below: 

 

1. Why do employees leave the firm? How do we classify employees who would leave? 

2. How do we predict the monthly salary earned by an employee? 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Description of Variables 

 

 
Table 1:- Variable Description      

       

 

 

 



Descriptive Statistics 

Descriptive statistics was performed on all the variables. Statistics for the outcome variables 

monthly income and attrition is listed in the table below. Charts of data analysis for the variables 

is attached in the subsequent analysis section. 

    

 

 

Table 2. Descriptive Statistics 

 

 

 

 

 

 



Data Preprocessing 

This section contains a discussion on the purposes and methods used for reduction of the data. 

The first step in this data mining project is to refine the raw data as shown in (Fig-1) by 

removing the N/A variables or irrelevant variables. The dataset contains missing variables and 

these will have to be handled using an appropriate imputation method. 

In our project, we are working on HR Dataset which contains 1470 rows and 35 columns. After 

carefully reviewing the whole dataset, and implementing it in R Studio we came to a conclusion 

that columns YearsAtCompany and RelationshipSatisfaction have missing data more than 30% 

of the data. We plotted a heat map for the raw dataset and the results is shown below in Fig1. 

 

 

 Fig 1: Raw Dataset 

  

 

After removal of YearsAtCompany and RelationshipSatisfaction, the data has 1470 rows and 33 

columns. The visualization of the data is shown below. 



 

Fig 2: Removing Columns having more than 30% missing value  

 

After carefully reviewing the new dataset , it was noticed column name EmployeeCount contains 

all the value as 1, so we did the median imputation for that column8 and filled out the missing 

value by the median of the whole column. We also found out another column i.e. 

StockOptionLevel where we could fill out the missing value by doing median imputation on the 

column. So, plotting the heat map for the dataset after performing mean imputation the data set is 

as illustrated in Fig.3. 



 

Fig 3:  Median Imputation Method 

  

After performing mean imputation we are done with reducing the columns in the dataset. So, 

now we will move forward in reducing the rows. After going through the rows in the dataset, we 

could not find any relevant pattern where we could apply any imputation methods. So, we 

deleted the rows which had missing value in the dataset. The heatmap of the cleaned dataset after 

removing the rows that contains missing values is as shown in Fig 4. 

  



 

Fig 4: Clean Dataset 

 

We can clearly see from the above figure-4 that there are no missing values in the dataset. But 

the main question is can we proceed with this datasets for the data mining task? The answer is 

“NO”. We need to create dummy variables and create categorical data into numeric data where 

needed. 

For prediction purpose, we need to convert character values into numeric values so we assigned 

1 to Yes and 0 to No in the Attrition column. Similarly in Gender column, we assigned 1 to Male 

and 0 to Female and for OverTime column, we assigned 1 to Yes and 0 to No. Since some 

predictive models require the use of dummy variables, the categorical variables were converted 

into dummies for individual variables. We created dummy variables for columns MaritalStatus, 

Department and JobRole. After doing all the steps for data reduction we are left with 1375 rows 

and 48 columns to proceed upon prediction and classification. 

 

 

 

 



Sampling and Partitioning 

The original dataset includes 1375 records. To perform any prediction and classification tasks we 

need the data partition into training data and validation data. In our project, we divided the data 

into 60-40%. Training data i.e. 60% consists of 825 rows and 48 columns while validation data 

i.e. 40% consists of 550 rows and 48 columns. 

 

Correlation Plot 

 

The correlation coefficient is a way to determine how one variable tend to change when other 

does. The sign of the correlation coefficient indicates the direction of the association. Positive 

sign indicates a strong relationship while as negative sign indicates a weak relationship. In our 

project, we have used “ggcorrplot” library for better visualization purpose. It can be seen from 

the correlation figure5 that our data in the datasets are not highly correlated and we can proceed 

further with the dataset. 

 

 
Fig 5: Correlation plot 

 

 

 

Exploratory Data Analysis: 



Distribution of continuous variable 

 

 
                                     Fig 6: Histogram and boxplot for Monthly Income          

The left figure is a histogram for monthly income of Employees. For example, for the 250 count 

the monthly income is 3000. The right figure is a box plot where the median Income is 5000 and 

there are outliers of employees above 16,000 salary. A classification model is built for the 

monthly income. 

 

 
                                 Fig 7: Histogram and boxplot for Age          

 

For the next example, the left figure shows a histogram for age and count and on the right side is 

the box plot for where the median age is 35 and there are no outliers. 

 

 

 

 

 

 

 



Distribution of Categorical Variables: 

 
                                Fig 8: Barplot for Attrition and JobRole         

 

Two categorical variables are described which are Attrition and Job Role. The left Bar Plot s for 

attrition and it clearly shows that the 0 factor is greater than 1 factor. 0 Factor means the 

employees who stayed and 1 Factor means the employees who left. The results showed that 

people tend to stay at their jobs rather than changing them frequently. A classification model was 

prepared by us just to determine why this was happening. 

 

The right figure shows a barplot for Job Roles and attached are different roles applicable and 

their count. 

 

Methods Employed: 

 

Prediction of Monthly Income Classification of Attrition 

Multiple Linear Regression Logistic Regression 

k-NN k-NN 

Regression Tree Classification Tree 

  

 

 

 



 

 

 

 

Model Building 

 

Prediction Problem: Prediction of Monthly Income 

 

1. Multiple Linear Regression (MLR) 

 

Regression equation is the mathematical formula is applied to the explanatory variables to best 

predict the dependent variable. Regression analysis is often used for prediction of a variable and 

thus answers the why question. In this particular case prediction of monthly Income from the 

explanatory variables is the question.  A typical expression representing the elements of an 

Ordinary Least Squares Regression (OLS) is illustrated below in Fig 9. 

 

            Fig 9: Elements of an OLS Regression (Scott L,ESRI) 

Variable Selection 

Selection of significant explanatory variables of  prior to building the best regression model is 

necessary. Variable selection is performed on training data whereas model accuracy is tested on 

validation data.The four popular variable selection methods often implemented in statistical tools 

are : 

1. Forward Selection  

2. Backward Selection  

3. Stepwise selection 



4. Best subset selection 

The first two methods forward and backward selection were simulated in R programming 

language utilizing RStudio for this particular project. Package “MASS” facilitates variable 

selection methods via function ‘step’.  Snapshots of the the models along with significant 

variables for respective variable selection methods are illustrated below . Algorithm iterates 

based on Akaike information criterion (AIC) with the model with lowest AIC selected at 

convergence.  

Forward Selection: 

 

 

 

 



Backward Selection: 

 

 

Results 

Both the models are highly accurate as the adjusted R2 is about 0.9446. RMSE values on 

validation data by  forward selection is  1111.548 and backward selection is 1113.593. Thus, 

forward selection model was chosen for the prediction of monthly income.  

 

Interpretation of explanatory variables: 



1. Job level, Job role , Job level , years with current manager and total working years in the 

company are the significant explanatory variables with p-value lesser than 0.05 at 95% 

confidence interval.  

2. p-value of the independent variables noted above  < 0.05, Hence, we can reject null 

hypothesis. Also p-value of intercept in forward selection method is  < 0.05. 

3.  H0: Population slope coefficient ≠ 0, i.e the slope of the 

trendline is not equal to zero in the aforementioned variables.  

4. Higher job level such as job role of manager or research director is associated with higher 

monthly income. 

5. Job role of sales representative and laboratory technician indicate lower monthly salaries. 

Graph of predicted values  and actual values of monthly income follow a linear trend without any 

outliers as depicted in the figure below. Thus, the prediction model built on monthly income is 

accurate. 

 

        Fig:10 Actual y values vs  predicted y values 

Assumptions on Multiple Linear Regression Model: 

i) Normality of Residuals: Residuals of the regression model is normally distributed for both 

forward and backward selection methods as illustrated in the figure below. 

 



 

Fig 11: Histogram of residuals 

ii) Linearity of Continuous Variables: Scatter plot of dependent and independent variables is 

linearly distributed for continuous variables. 

 

 
 

Fig 12: Scatter plot  of continuous variables 

iii) Linearity of Categorical Variables: 



 
 

Fig:13 Scatter plot  of categorical variables 

iv) Independency: Residuals are evenly scattered on both the sides of the axis 

 
 

Fig: 14 Plot of fitted values and residuals 

 

 

k-Nearest Neighbours Method: Prediction 

k-nearest neighbors algorithm (k-NN) is a data driven method used for classification and 

regression. In both cases, the input consists of the k closest training examples in the feature 

space. The output depends on whether k-NN is used for classification or regression. 



In k-NN regression, the output is the monthly income for the object. This will predict the 

monthly income using kNN. 

 

k-NN Function for Regression 

 

 

To explain this in detail, first of all the package which we implemented was ‘FNN’. This 

package consists of function knn.reg for executing regression. This function will give us RMSE 

result for each of the corresponding k-values.  

 

The following is the K-Chart which is shown below. There are RMSE, MSE, MAD for the 

corresponding k-values. Lowest RMSE computed by the program was for k=16. However, as the 

difference between the RMSE values after k=9 is very less. Hence, we choosed best k=9 which 

saved lot of iterations, and corresponding RMSE is 1766.928  

 
Model Evaluation 



 

The k-NN model built using k-NN gives us the best k value of 9 with an RMSE of 1766.928. 

The value is shown in the K Chart. 9 being an odd number will help serve as the best k for this 

model. 

 

CART: Regression Tree 

 

 The structure of the regression tree below explains the division of factors that influence the 

monthly income variable to the maximum extent. The variables that play an important role in 

altering the monthly income of employees are TotalWorkingYears, JobLevel, JobRole_Research 

Director. It is quite natural to note from the categorical nature of the variables that the employees 

having an experience of less than 20.5 years draw a lesser pay when compared to those above 

this segment. The JobLevel is also a natural indication of the 5 level of employees drawing 

proportional salaries with the level 1 representing the base level of salaries and 5 representing the 

highest level of salaries. The color of the leaf nodes with respect to intensity of the blue color 

signifies the magnitude of the salary values. The darker shades of blue represent higher salaries 

whereas the lighter shades represent the relatively lower values.  The percentage values 

represented in each leaf node of the tree represents the percentage of training data belonging to 

the model falling in each category of leaf node. 

  

 

 

 
Fig: 15 Regression Tree 

 

 

 

Structural Schema of Regression Tree 

 



 
 

Model Building, Evaluation and Accuracy 

 

The Regression tree model was built using the “rpart” function in R programming where all the 

variables were given and the function by itself picked the best variable parameters to predict the 

monthly income value. To evaluate the prediction models built by the three methods were 

decided to compare the Root Mean Square Error (RMSE) values and the value for CART for the 

prediction of monthly income turned out to be at 1168.528. This means that the model can 

predict the income of an employee based on the other variables with an accuracy range of plus or 

minus 1168 USD. 

 

2. Classification Problem: Classification based on Attrition 

 

Logistic Regression 

 

If the question is to predict a binary variable also called classification problem then logistic 

regression is the preferred choice. Logistic Regression is used to predict the probability that a 

given example belongs to the “1” class versus the probability that it belongs to the “0” class. In 

this particular case the variable of interest is Attrition with “1” class associated with leaving and 

“0” class with staying at the company. The curve is constructed using the natural logarithm of 

the “odds” of the target variable and function used is sigmoid or logistic function as depicted in 

the figure below. 



 
  Fig: 16 Logistic Regression Curve (Saedsayad.com) 

Variable Selection: 

 

Similar to selection of variables in Multiple Linear Regression (MLR) forward and backward 

selection methods were utilized. Snapshots of the the models along with significant variables for 

respective variable selection methods are illustrated below. 

Forward Selection: 

 

 
 



Backward Selection: 

 

 

 

 
 

Results 

Forward Selection 

   

 Predicted 0 Predicted 1 

Actual 0 443 22 



Actual 1 56 29 

Table: 3 Misclassification error forward selection 

Misclassification Error: 14.1818%  
 

Backward Selection 

                    

 Predicted 0 Predicted 1 

Actual 0 439 26 

Actual 1 56 29 

Table:4 Misclassification error backward selection 

Misclassification Error: 14.9090%  

Misclassification error is almost similar for both the models and model from forward selection 

method was chosen. 

 

Interpretation of explanatory variables: 

1. Working over time , being single, job roles of sales representative and laboratory technician are 

associated with higher probability of leaving the company. 

2. Employees with more involvement in the job , satisfied with their job and environment  and 

having a proper work life balance stay at the company. 

 

k-Nearest Neighbours for Classification 

 

In k-NN classification method, the output is attrition. An outcome is classified by a majority vote 

of its neighbors, with the outcome being assigned to the class most common among its k nearest 

neighbors (k is a positive integer, typically small). In general odd number of k is assigned to 

execute the algorithm, so that there is an outcome. 

 

Classification for k-NN 

 

  Predicted 



Actual 0 1 

0 465 15 

1 85 68 

 Table:5 Classification for kNN 

 

Misclassification Error 

= (Errors)/(Total Records in Validation Set) 

= (85+15)/(533)= 0.150632 

 

Results against Validation Data 

Misclassification Rate - 0.150632 

Accuracy Rate   - 84.93% 

Sensitivity    - 0.3411765 

Specificity   - 0.9526882 

 

 

 

CART: Classification Tree 

 

The structure of the classification tree in the figure 17. below gives a view of how the factors influencing 

the employee’s decision to leave the company correlates with the attrition of the employees. In this 

classification model, we see the variables such as TotalWorkingYears, Overtime, Single, 

NumCompaniesWorked, EmployeeNum and WorkLifeBalance are the factors that greatly influence the 

attrition rate. In this case again taking a closer look at the leaf node indicates that more the number of leaf 

nodes the better where can use many variables in classifying the data and obtaining better accuracy 

measures. This model was very good for the fact that engaged a total of 14 variables in building the tree 

model. 

  

 

   



 
 

Fig:17  Classification Tree 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Structural Schema of Classification Tree 

  



 
 

Model Building, Evaluation and Accuracy 

The classification tree was built using the rpart function and the visualization plot of the tree was made 

using the rpart.plot function. This tree also picked the variables by itself after assessing the correlation 

factors and came up with the model involving 14 variables in it. The classification models are evaluated 

in this project using the confusion matrix and Misclassification Error rate. 

 

Confusion Matrix 

  0 1 

0 409 33 

1 62 27 

 Table:6 Confusion Matrix 
 

Misclassification Error Rate 

= (Incorrect Predictions/Total Data in Validation Data Set) = (33+62/531) = 17.89%  

Conclusion  



 

Model Comparison 

 

  Prediction (Monthly 

Income) RMSE 

Classification (Attrition) 

Misclassification Error Rate 

MLR & LR 1111.584 0.1418182 

K-NN 1790.405 0.150632 

CART 1168.528 0.1789077 

     Table:7 Model Comparison 

 

For prediction of monthly income Multiple Linear Regression, k-NN and Regression trees were 

evaluated. Similarly, for classification of attrition Logistic Regression, k-NN and classification 

trees analysis was performed.RMSE values and Misclassification Error Rates of the respective 

models were compared. RMSE values of Multiple Linear Regression 1111.584 and 

Misclassification Error Rates 14.18182 of Logistic Regression were lowest. Thus, they were 

considered the best models for prediction of monthly income and classification of attrition in 

present scenario.  

 

Best Model Interpretation 

 

Prediction of Monthly Income: Higher job level such as job role of manager or research 

director is associated with higher monthly income.Job role of sales representative and laboratory 

technician indicate lower monthly salaries. 

 

Classification of Attrition: Working over time , being single, job roles of sales representative 

and laboratory technician are associated with higher probability of leaving the 

company.Employees with more involvement in the job , satisfied with their job and environment  

and having a proper work life balance stay at the company. 

 

Business Decisions 

❖ The RMSE indicates that the prediction of Monthly Income of the employee can be done 

with an approximation of plus or minus 1111.584 USD. 



❖ The probability of an employee leaving the firm can be predicted with an accuracy of 

14.18%. 

 

Learnings from this project: 

 

It was difficult to perform the project in R, and specifically we had some issues in choosing the 

package for the kNN method. After finding FNN package also it was hard to figure out the 

function used to execute the kNN regression method.  

Lastly we came to know many different things about the HR company datasets. We also found 

various dependencies used to find whether a person will stay in the company (0) or leave the 

company (1). 

Every results we got were compared with the XLminer output and we observed that there wasn’t 

much difference in the results. If we had more time we could have learned more R functions and 

packages and used them in our project to get better results. Thus, at the end we can say that R 

was a bit challenging, while XLMiner was comparatively easy. 
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